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1 Introduction

The history of the relations between Physics and Mathematics is a long and
romantic story. It begins in the time of Archimedes, and up to the seventeen
and eighteen centuries the relations were quite cordial. Mathematics supplied
the tools for the solution of physical problems, and in its turn, the necessity
to develop proper tools was a very strong factor in stimulating progress in
mathematics itself. The problem of the brachistochrone, which was a starting
point in the creation of variational calculus, is a classic example. In those
times most outstanding mathematicians were also physicists.

In the nineteen century the relations were still close, but some tendency
to alienation and separation had become visible. Riemann was both math-
ematician and physicist, while Weierstrass was a pure mathematician and
Faraday was a pure physicist. Until the middle of the last century physics
was not divided into theoretical and experimental branches. In the second
half of the century the efforts of giants like Maxwell and Boltzmann gained for
theoretical physics the status of an independent power. What they created
was classical theoretical physics.

The profession of the theoretical physicist was new for that time. Like
mathematicians, theoretical physicists use only paper and pen. However,
they did not identify themselves with mathematicians. They were sure that
what they study is not a world of abstract mathematical concepts, but real
nature. On the other hand, pure mathematicians righteously considered
results obtained by theoretical physicists as not rigorously justified. Only
a few outstanding mathematicians, like Poincare, were at the same time
qualified theoretical physicists.

Alienation between physics and mathematics increased after the First
World War, which took the lives of a lot of young talents educated by old



masters. The creation of quantum mechanics boosted tremendously this
process. The logic and intuition of quantum physics was so dramatically
different from the ”classical” intuition that those who studied the quantum
world usually lost interest in other parts of science and preferred to stay in
this field forever. An explosive progress of experimental atomic and nuclear
physics stimulated enormously the development of theoretical physics. The
subject was so hot that physicists just had no time to follow the progress in
contemporary mathematics.

At the same time mathematicians after the First World War were too
busy to think about physics. At hand were the problems of the ”axiomatic
revolution”, the time of rethinking and reassessment of the very foundations
of mathematics. During this time mathematics took its contemporary shape.
Set theory, mathematical logic, abstract algebra, topology, and functional
analysis were created at that time. Thus mathematicians had a good excuse
for paying very limited attention to physicists and their theoretical activity.

I think that the maximum of alienation was in the middle of the fifties. At
that time physicists had in their possession a substantial mathematical appa-
ratus, including special functions, complex analysis, representation of finite
groups and Lie groups. They knew how to perform sophisticated asymptotic
expansion. If they felt a lack of mathematical tools, they invented new ones
and used them boldly, not caring too much about their rigor. A d-function,
offered by Dirac, is the most impressive invention of that sort. However, the
use of sophisticated machinery was not necessary in many cases. As Laurent
Schwarts said bitterly in fifties, the development of the perturbation tech-
nique diminished the volume of mathematics used by physicists to elementary
algebra and the knowledge of Greek and Latin alphabets.

I started my scientific career in the beginning of the sixties and was one of
the few students who were equally keen on physics and mathematics. During
my whole life I couldn’t make a real choice between these two sister branches
of science. Since my youth I had close friends in both scientific communities,
and I testify that in the beginning of the sixties these two communities were
almost completely divided. In fact, by that time the maximum of separation
was already over.

Some important steps to if not reunification but convergence of physics
and mathematics were done by mathematicians. In the middle of the century
the great axiomatic revolution was over, and mathematicians changed the
focus of their interest to more ”pragmatic” objects, like Partial Differential



Equations (what are they good for?), or infinite representations of Lie groups
(can it be found useful by anybody?). Finally, some mathematicians started
to express an interest in the relentless activity of physicists, who every day
performed unjustified, risky but unquestionably efficient operations, making
possible to obtain quite reasonable results.

The Dirac’s d-function is an especially intriguing object. Its mathemati-
cal nature was understood by Laurent Schwarts in 1950 []. This was an event
of tremendous importance. It led to explosive development of the theory of
generalized functions, the theory of linear topological spaces, to an real break-
through in the theory of PDE. The accurate use of the theory of generalized
functions was important for theoretical physics as well. It made possible to
develop a consistent theory of renormalization in quantum electrodynamics.

Discovery of generalized functions was the first move to the renewal of the
romance between physics and mathematics. I think that the d-function, born
inside the world of quantum physics, was the most valuable gift presented by
physicists to mathematicians in twentieth century. Since that time quantum
physics presented to mathematicians several such gifts. Quantum groups and
topological quantum field theory are the recent ones.

However, in this article I would like to discuss a quite different subject.
Quantum physics dominated in the physical world until the middle of sixties,
but then classical physics came out of the shadow and started to grow steadily
and persistently. I dare to say that today it has a status equal with quantum
physics.

The rise of classical physics in the last four decades was a direct se-
quence of general technical progress in these years. The invention and fast
development of lasers led to the creation of nonlinear optics. Massive use
of satellites for monitoring oceans and the atmosphere stimulated the de-
velopment of physical oceanography and geophysical hydrodynamics. Ex-
tensive efforts towards the realization of controlled thermonuclear fusion to-
gether with progress in observational astronomy caused an explosive growth
of plasma physics and magnetohydrodynamics. All these disciplines became
parts of renewed, mostly nonlinear, classical physics, which covers also an es-
sential part of the theory of superfluidity and magnetism. Enormous progress
of computers made possible the numerical solving of certain vital problems
of classical physics, giving another boost for its progress.

One can say that the ”old” classical physics gave to mathematics the
linear partial differential equations. All three basic classes of them - ellip-
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tic (Laplace equation), parabolic (heat transport equation), and hyperbolic
(wave equation) - were born in the classical physics of eighteenth century.
Needless to say, how important a role they played in the progress of even the
most pure of mathematics. The "new” classical physics opened for mathe-
maticians the magic world of the nonlinear PDE. In a sense, history repeats
itself. Among a whole variety of linear PDE, only a few basic ones (Laplace,
heat transport and wave equation) play a really fundamental role. If linear
PDE form a sea, nonlinear PDE form an immense ocean. But again, only
a few selected systems, like Korteveg-de Vries, Nonlinear Schrodinger, and
Sine-Gordon equations are really interesting both from a physical and math-
ematical point of view. It would be very difficult to pull these equations
out of the ocean without understanding their fundamental role in classical
physics.

One can say that classical physics made mathematics. Two of the most
valuable presents - solitons and fractal sets, appearing in the theory of tur-
bulence. In fact, these objects appeared before in pure mathematics, but
their fundamental role was not properly estimated. It is natural to add to
this list the discovery of nonlinear integrable Hamiltonian systems with infi-
nite number of degrees of freedom, but this subject is closely connected with
mathematical theory of solitons. Any relatively complete review of these
subjects will take at least two full-scale monographs.

In this article we discuss an application of ideas of classical physics to
several important problems of pure mathematics. One idea runs through our
examples: classical physics can help mathematicians to handle with Nonlin-
ear Partial Differential Equations.

2 n-wave equations and n-orthogonal coordi-
nate systems

Classical physics is a rich source of "good” nonlinear PDE, but mathematics
has its own source - in Differential Geometry. What is remarkable, the ”best”
equations generated by these two quite different sources sometimes become
close related or even identical. Of course, any comment on this phenomenon
belongs to metaphysics, and is beyond the scope of this purely scientific
article.



A following situation is typical for different physical applications: three
wave trains, possibly of a different physical nature, propagate in a weakly
nonlinear conservative medium. Their leading wave vectors kl, k?g, /{;3 and
corresponding frequencies wy, we, ws satisfy the resonant conditions

W, = wy+ w3,
kl - ]{72 + ]{Zg. (21)
The wave trains are described by complex-valued functions ;(7, t),2 =

(x1, 2, x3), obeying Hamiltonian equations
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Here v}, are group velocities and A is an interaction coefficient. One can put
A =1, then the equations read

@gil"‘( V)1 = it

O VN = i,

0

M (Vs = g (2.4)

From the physical view-point system (2.4) is fundamental. It describes
an important phenomena - stimulated Raman scattering as well as a three-
wave resonant interaction of wave packets. System (2.4) is usually called the
"three wave system”. To make this system looking more "mathematical” one
should introduce new variables

0 0

and put

1 = —iQa3 =1Q3,
() —1 Q13 =1Q%,
Py = —iQi1a =10Q%. (2.6)



Then system (2.4) takes a form
0Qi;

ka N

One can generalize system (2.7) to an n-dimensional case just by putting
in (2.7) 4,5,k = 1,...,n. For n > 3 system (2.7) is overdetermined. A
further generalization can be done as follows.

Let A be an associate algebra (for instance, algebra of N x N matrix

N >n)and I (k=1,...,n)is a set of commuting projectors
A generalization of (2.7) reads
8:ck

System (2.9) can be called a ”general n-wave system”.

In the physical case (2.4) matrix @) is Hermitian, QT = @. This is an ex-
ample of "reductions” - additional restrictions imposed on ) and compatible
with system (2.9). This is an example of a more general reduction

Qt=JQJ, [J, I;]=0, J*=1. (2.10)

For n = 3 a choice J = diag(—1,1,1) leads to a so-called ”explosive three-
wave system” .

It is remarkable that systems (2.7), (2.9) can be applied for solution of
some important problems in Differential Geometry. The most famous one is
the problem of n-orthogonal coordinate systems.

Suppose S is a domain in R"™. How to find all orthogonal curvilinear

coordinate systems in S7 Let x = (xy,...,2,) be such coordinates. In this
coordinate system the matrix tensor is diagonal
ds* =Y H}da}. (2.11)

Hamiltonian H; = H;(x) and the Lamé coefficients are subjects for determi-
nation. They satisfy a heavily overdetermined system of nonlinear PDE, the
Gauss-Lamé equations. These equations read:

0Qi; _

ol = QuQu 1 £Th, (212)
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Qij = i, 02 (2.14)

One can see that the first group in the Gauss-Lamé equations (2.12) exactly
coincides with the n-wave equations (2.7), (2.9). The second group of equa-
tions (2.13) can be treated as a reduction. As far as @ is real, one more
reduction is imposed

Qij = Qij- (2.15)
To understand the origin of the Gauss-Lamé equations, one can consider that
a domain is not in R"™ but in some Riemann space, admitting introduction

of "diagonal” coordinate (2.11), and calculate the Riemann curvature tensor
R;jr- One finds that by the virtue of (2.11)

Rij,k’l = Oa Z#]%k%h

Qi
Ripje = —HiHj( 8:1:’5 — Qir Qkj),
Rij,ij = —H; Hj EU (216)

The curvature tensor is a symmetric matrix in the space of bivectors in T'S.
If only (2.12) is satisfied, this matrix is diagonal. A corresponding Riemann
space S can be called a space of "diagonal curvature”. Riemann spaces of
diagonal curvature are a very interesting class of objects. They include, for
instance, homogeneous spaces as well as conformal flat spaces. If the second
system (2.13) is satisfied, E;; = 0, the space is flat and S is a domain in R".

We see that the Gauss-Lamé equations differ from the n-wave system only
by a choice of reduction. All these systems are completely integrable and can
be efficiently solved by the use of the method of Inverse Scattering Transform,
elaborated in the theory of solitons. We will present here the most advanced
version of this method known as a ”Dressing Method”. It makes possible to
construct solitonic, multisolitonic, and more general solutions of integrable
equations locally in X-space. We will do this in a maximally general form
assuming that all unknown functions belong to some associative algebra A
over the complex field.



We introduce again a set of projectors I satisfying the condition (2.8)
and construct an element ¢ € A:

i=1

Let A is a point on the complex plane, x = x(A, \) is an A-valued quasianal-
ityc function on C'. Suppose that x (A, A,x) is a solution of the following
non-local d-problem:

gi = XX R= [x(v, 7,2) Ry, », A, X, 2)dAdA, (2.18)

normalized by the condition
X — 1 ath — oc. (2.19)

In (2.18)
R(v, 0, \\) = e®" T e ®, (2.20)

where T = T(v, v, A\, \) does not depend on x. Function T is a ”free pa-
rameter” of the theory. It should be chosen by such a way that (2.18) has
a unique solution for all x € S. At A\ — oo this solution has an asymptotic
expansion

Q

P

According to the Freidholm’s alternative, any solution Y of §-problem van-
ishing at infinity is identically zero

x=0, if x—0 at A\ — . (2.22)

The solution of §-problem (2.21) is called ”dressing”, while a free kernel T is
called a ”dressing function”.
The following statement is a cornerstone of the theory:

Theorem 1 For x € S the term Q in (2.21) is a solution of n-wave system

(2.9).

Proof:



Let us construct a set of differential operators L;; acting on x as follows

0

A straightforward calculation shows that L;; x satisfies the same S-problem

0
Substitution of asymptotic (2.21) into L;; x shows that L;jx — v(3) at
A — oo. Hence
Lijx =0, (2.25)
and
LyxIi=0, i#j#k (2.26)

Substituting asymptotic expansion (2.21) into (2.24) and taking into account
only the leading nonvanishing terms of order 1/, one can see that @) satisfies
the equation (2.9).

The solution of (2.9) can be found in closed algebraic form if the kernel
T is degenerated:

T(v, g: (v, ) Br(\, ). (2.27)

In the most simple case
T = A(v, ) B(\, A)
the solution has a compact form
Q=<A>(1—-(BJA)"' <B>. (2.28)
Here
<A> = /e”I> A\ A) dAd),
<B> = /B()\, N e dnd,

7/ (v, D) A‘”I’A()\)\)

<B|A> = dvdvdid).  (2.29)
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The equation (2.27) is a general solitonic solution of the n-wave system. It is
quite nontrivial solution describing a set of interesting physical phenomena.
In a general case the equation (2.27) leads to N-solitonic solution. The role
of solitonic solution in Differential Geometry has not yet been studied in a
proper degree.

So far we did not impose on the solution of the system (2.13) any addi-
tionally restrictions (reductions). They can be imposed by imposing of some
additional constrains on the ”dressing function” T'(v, 7, A, A). Imposing of
condition

T, v, \, \) =T(v, 7, \, \) (2.30)
makes () real: B
Q=Q.
Condition
T o, v, N\ \)=JT(v, 0, \, N)J, JP=1, [J, ®] =0 (2.31)
leads to the reduction
Qt=JQJ, (2.32)
the most important from a physical view-point. Finally, condition
T (=1, =t =X =N) = STOCA ) (2.33)

provides satisfaction of the last set of equations (2.13).

Formula (2.14) shows that the n? elements of matrix Q are expressed
through n Lamé coefficients H*(x). It might make an impression that we are
looking for some special solution of the equation (2.12). This is not actually
true. Any solution of this system can be presented in a form (2.14) by many
different ways.

Indeed, one can introduce a new function,

) =xe?, (2.34)
which satisfies the equation

o B
I =~ LQIv =0. (2.35)
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Let Aj(\,A),l = 1,...,n is an arbitrary set of functions of variables A, ),
and

H; = /Z baO\ X, ) A\, M)A dA. (2.36)
=1
one can see that SH
= QuH; (2.37)

A different choice of A4;(A, \) leads to a different set of H;. All these sets
are called Combescure equivalent. One can see that a classical problem of
classification of all Combescure equivalent arrays of n-orthogonal coordinate
systems is solved efficiently in this ”solitonic” formalism.

3 Theory of surfaces as a chapter of theory
of solitons

In previous chapter we saw how easily the method of "mathematical theory
of solitons”, elaborated in the classical theory of integrable systems, makes
it possible to solve a classical problem of differential geometry. In this chap-
ter we will develop this success and find a way to solve another important
problem in differential geometry - the classification of surfaces in R3.

Let I' be a surface in R?. One can introduce on I' coordinates x;, x5 such
that both the first and the second quadratic forms are diagonal:

Q) = pidat + ¢’ das,
Qy = pAdz?+qBdxs. (3.1)

Coordinates x1, x5 are defined up to trivial transformations z; = x1(uy), 2
x2(uz). Coefficients of the two quadratic forms €y, s cannot be chosen inde-
pendently. Four functions p, ¢, A, B are connected by three nonlinear PDE
known as Gauss-Codazzi equations (GCE). We will now show that these
equations are simply a very degenerate case of a classical three-wave system.
They can be integrated by a minor modification of the dressing method used
for the integration of n-orthogonal coordinate system.

Let us imbed the surface I' in a special three-orthogonal coordinate system
in R3 in vicinity of F

ds® = Hy da3 + Hj da3 + dx3, (3.2)
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where
H, :p—f—Al‘g, H2:q+BZE3, H3: 1.

Obviously,
(31 = Q32 =0,
and other coefficients of matrix );; do not depend on 3. Indeed,
1 0 1 0
Q@13 s 0y , Qa3 T, 0u, 2 )
SO 5
87(]9 + Axs) = Qu2(q + B xy),
)
0
a—(q + Bas) = Qu(p+ Axs).
T
Hence
1 0A 1 Op
Quu=—%5+—"=-5,
B 0xy  q Oxs
1 0B 1 0q
Qu= ;o= L
Adxy  pOry
In this case only two equations survive in the system (2.12):
0 0
1 = Q12 Qas, @ = Q21 Q13.
6132 8.731
The reduction condition (2.13) leads to one more equation,
0 0
Q12 n Q21 Q13 Qs = 0.
8%2 85(71
Let us denote Q12 = o, Q21 = 3. The Gauss-Codazzi equations read
Jda  0p
—+—+AB=0
8%2 * 833'1 + ’
0A 0B
—=aB, — =pFA.
81‘2 & 81‘1 5

(3.3)

(3.4)

(3.7)

The system (3.7) should be accompanied by equations for elements of

first quadratic form, p and ¢:

w0
8x2— e 8:61— p-
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Comparing (3.7), (3.8) one can realize that A, B and p,q are Combescure
equivalent pairs of Lamé coefficients. Physicists know the equation (3.8) as
the two-dimensional Dirac system.

System (3.7) consists of three equations imposed on four unknown func-
tions «, 3, A, B. Hence, its general solution should be parametrized by some
functional parameters. To perform the solution one should remember that
system (3.5), (3.6) is a special case of Gauss-Lamé equations. Thus, one
can use the standard scheme described in the previous chapter. In another
words, one can solve the é-problem

Ox
O\
Rz]()‘7 5\7 2 ,a) = e)\Xii‘LLXj Ej()\a 5\7 22 /1) (39>

= XX R,

The dressing function 7" should satisfy the condition (2.33) and condition of
reality,

TN, i, i) = TN, fi), (3.10)
and must satisfy one more condition,
8Rz‘j

— =0. 3.11

O (3.11)

One can assume also that
Ry = Ryp = R33 =0, Ty =Ty =T33 =0.

Under these assumptions the matrix function is defined uniquely.
Let

fl()‘vj‘) = f (5‘7 )‘)
F2(00) = fa(A, ),
R(u, i, \, \) = R(ji, i1, A\, A), (3.12)

be arbitrary functions. Then all non-zero elements of the dressing matrix
Ti; (A, A, i, 1) are the following:

T12 =K R(/“L7 ﬂa Aa 5‘)7
T21 = —H R(_)\u _)\7 — M, _la)u
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). (3.13)

The 6-problem is equivalent to the integral equation

3\ 1 ij (s [y R s I, 7_a _ =
Xii (A, A, ) =5ij+7r/xﬂ(” & x)Ajl(g“ 88T 1 dnde de. (3.14)

According to (3.13) the kernel R is partly degenerated. One can obtain
from (3.14) the following relations:

X3t =x32 =0, x33=1,

1 1
=—A = —B. 1
X13 P X23 h (3.15)
1 - = i) e HTk T
A = —;/uZXlk(u,u,x) Se(=p, —p)e™"*dp dp,
k=1
1 & _ e
B = —;/MZX%(M,/J,%) fe(=p, =p)e™ " dpdp.— (3.16)
k=1

From (3.15), (3.16) one observe that it is possible to construct a closed
system of integral equations for the left upper block of the matrix y;;. Omit-
ting intermediate calculations we present only the result:

Theorem 2 The solution of the Gauss-Codazzi equation is given by the so-
lution of the integral equation imposed on a 2 x 2 complex matriz Q;;(\, A\, x):

N 1 7 ,77.1’ S’L aia ) 3 euxkile _ =
Qij(A,A,@—éiﬁW/“Q’“(”“ );8‘;‘55) dy dji dé dé.
(3.17)
Here
_ o® (2
Sij = Sij +Sij> .
(1) o 3\ _ 0 _ R()\>/\7M7ﬁ)
Sij (:U’uu;)\,/\) - [_R(_M’ _,aa_)‘a_)‘) 0 )
< 1 _
S (s B AN = —— fil= =) [ A). (3.18)
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If this equation uniquely resolves, then

Q12 — %, Qa1 — i at A — o0. (3.19)

Formulae (3.16), (3.19) generate a solution of the Gauss-Codazzi system.

One should also mention that a solution of the Gauss-Codazzi equation
does not define the surface uniquely. It defines a whole class of surfaces with
different elements of the first quadratic form p?, ¢>. One can find them using
the formulae

p = / [QH(A,X,x)e—mu(A,X)+QlZ(A,X,x)e—mu(A,X)]dAdX,

¢ = / [Qa1 (A A 2)e (A, A) + Qaa(X, A, w)e2u(A, )] dA dA(3.20)

Here B B B B
u(A, A) =a(A, A), v\ A) =0(A, N), (3.21)
are arbitrary functions. In particular, one can choose the case
_ 1 _
u(A, A) = —=Xfi(=A, =),
s
_ 1 _
v(A, N = — A fa(=\, =)), (3.22)

where p = A, ¢ = B, and the surface has a constant curvature.

The theory of surfaces in R? is a classical chapter in differential geometry,
still actively developing. We can offer a ”solitonic” program to the systematic
study and classification of surfaces. It includes the following two steps.

1. Classification of solutions of the Gauss-Codazzi system. Each solution
define the whole class of Combescure-equivalent surfaces.

2. Study of surfaces in the framework of a given class.

3. Embedding the surface into R®. As far as we know the first and second
quadratic terms, according to the Bonnet theorem this embedding is unique
up to Eucledean motion. The presented method for solution of the Gauss-
Codazzi equation makes possible to perform embedding efficiently. In this
article we just announce the result, the details will be published separately.
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The solution of the integral equation (3.17 ) can be done explicitly in a
closed algebraic form if the kernel R in d-problem (3.9) is degenerated

R, fi, A\, X) ZAk i) Br(\, A). (3.23)

The class of surfaces arising from the solution of the d-problem can be
called n + 1 solitonic surfaces. In the simplest case R = 0, and the surface is
one-solitonic. In this case the integral equation () can be easily solved. The
results are:

_2hi(@) ha(s)
1+ h3(z1) + h3(xg)’
B 2hd (o) hy(xy)
L+ hi(z) + h3(xs)’

(3.24)

where

#) = V2r [ i) e dp i,
ha(ws) = V2 [ falps, i) € dysdii

One can see that the choice of fi, f5 is just a redefinition of variables x, xs.

Even this simplest class of ”solitonic” surfaces is not studied properly.
The simplest representative of this class arises if one puts p = A, ¢ = B.
This is a sphere in stereographic projection.

4 Long-time asymptotics in the Hamiltonian
PDE equation

In the previous chapter we formulated more or less rigorous mathematical
statements. Now we will speak the language of theoretical physics. This
language has its own logic, convincing for physicists, who I hope, will agree
with final conclusions of our consideration.
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Mathematicians quite rightfully will consider these statements as not
proved rigorously enough. We would be quite satisfied, if they will treat
them as plausible conjectures, stimulating their curiosity to examine and fi-
nally either to prove or to refuse them. One has just to remember that the
way from the ”physical” and the "mathematical” versia of scientific truth
might be long and difficult.

In this chapter we will discuss long-time asymptotics of certain nonlinear
PDE equations. As far as nonlinear PDE is the most common tool for the
study of very different mathematical phenomena from black holes to dynamic
of population nobody can believe that a kind of general theory can be antici-
pated here. Thus we restrict our consideration only by evolutionary equation
of Hamiltonian type. These equations preserve energy and, possibly, other
constants of motion. We will ask ourselves the following question. Suppose
we impose to our equation or system of equations an initial data, having a
certain level of smoothness. Will this smoothness improve or determinate in
time?

In dissipative systems, like heat transport equations, rough initial data
have tendency to become as smooth as it is compatible with the boundary
condition. In Hamiltonian systems the situation is quite opposite. One
should expect that their solutions will lose their smoothness and become in
process of evolution more and more rough. Only in exceptional cases, for
linear and for integrable systems (also for systems asymptotically linear or
integrable) the smoothness will tend in time to a certain finite limit.

This very general statement is just a consequence of the second law of
thermodynamics. Conservative PDE describe Hamiltonian systems with in-
finite number of degrees of freedom. As all Hamiltonian systems in the world
in process of their evolution they tend to thermodynamic equilibrium.

However, thermodynamic equilibrium for classical continuous systems
means equipartition of energy between all degrees of freedom and, conse-
quently, excitation of all possible spatial harmonics. This is exactly the lack
of smoothness. Any initial data tending to thermodynamic equilibrium be-
comes more and more rough. Such phenomena as formation of the ”islands
of stability” or KANM tori can slow this process but cannot completely stop
it.

In other words, the right question is about the rate - how soon a system
loses its smoothness and relaxes to the thermodynamic equilibrium. Theo-
retical physicists offer several ways to answer these important and interesting
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questions.

First of them is using a statistical description of the initial system. One
can make a conjecture that the system being still far from thermodynamic
equilibrium, nevertheless displays a chaotic behaviour which should be de-
scribed in terms of correlating functions. One can try to find closed equations
for these functions and find their solution asymptotically in time. It might
be much easier than to follow the lack of smoothness directly in the initial
dynamic system.

We illustrate this idea on one basic example. We will study ”defocusing”
nonlinear Scrédinger equation in infinite three-dimensional space

iU+ AV — WP =0, z€R. (4.1)

We will assume that no boundary condition is imposed and that the initial
data
Vim0 = Wo(2)

is an infinitely smooth function. More exactly we will assume for any finite
domain QinR3
WLQ) < AL Vg, (4.2)

Here Vg is the volume of 2, Al is a set of positive constants. We ask now
the question: how fast does A, grow in time?
Equation (4.1) is a Hamiltonian system and can be written in a form

. OH
_ 2 1 4} S
H = /{|v\1/| +ojwftbar (4.4)

Hamiltonian H is a constant of motion, another constant of motion is ”num-
ber of particles” N = [ |¥|?dr.

One can assume that the initial data Wy(r) is homogeneous in space
stochastic process described by a pair of correlation functions in Fourier
space

< Wor \Ifék/ >= no(l{?) 5k_,€/. (45)

Now estimate (4.2) reads

/ k2 no(k)d < AL, (4.6)
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and ng(k) decays at k — oo faster than any powerlike function.
In Fourier space Hamiltonian is

H = HO+Hint7
Hy = /wk|\1fk|2dk,

1
Hu = 5 / UL WS, Wy U, Oy skyto—ts Ay dbey dlis dby, (A7)

where wy, = k? is a symbol of linear part of equation (4.1), known in physics as
the "dispersion law”. Equation (4.4) is a nonlinear wave equation describing
interaction of spatial harmonics with different wave vectors k.

A thermodynamic equilibrium in a system of harmonics can be reached
on the Rayligh-Jeans spectrum in presence of condensate

ol = Ags(h) + (4.8)
Wk
where T' is temperature and A - intensity of condensate.

Conservation of particle number N means that Ly-norm (A9) is a constant
of motion. Meanwhile for spectrum (3.8) A9 = co at any finite 7. This is a
completely general fact.

Thermodynamic equilibria in classical wave system can be reached only
if constants of motion (wave number, energy) are infinite. Hence any initial
data with finite integrals can evolve only into the state with 7" = 0. The
second law of thermodynamics leads to following plausible
Statement 1.

Let initial data for equation (4.1) be a stationary homogeneous field described
by spectral density ng(k) and

/ no(k) dk = AY. (4.9)
Then in the Hilbert space Lo
no(k) — A5 6(k), (4.10)

in other words, if you wait long enough time ”almost all” particles from the
initial distribution will be concentrated in the condensate.
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From the mathematical point of view “almost all particles” mean that
convergence (4.10) takes place only in Ly, not in higher Sobolev spaces. To
find plausible estimates for behavior of higher norms A} one should use a
kinetic equation for ny. It reads

on NI A A
Gitk B 47T/ [ Tiuans | Ok + ko — kg — k) (wi + wiy — wiy — wi)

X (Moo Moy Mk + Ty Moy — MUk TUey Ty — Mok Ty My ) Ay Ao dks,  (4.11)

and is written for a more general Hamiltonian system, when
1 * *
H, = 3 /Tkklkzks U Wi, Wiy Yy Okybey—ko—ks dk dky dky dks. (4.12)

In our case T = 1, and in the presence of condensate equation (4.11) is valid
in the limit of high wave numbers

k2> Ay (4.13)

Equation (4.11) has the following constants of motion

N = /nkdl?, (4.14)
io= /Enkdk, (4.15)
E = /wknkdk, (4.16)

which can be interpreted as densities of number of particles, momentum and
energy. It has, for T = 1,w;, = k?, a family of self-similar solutions

n=ae F(5), (4.17)

where a is an still unknown constant. To find a, one should use constants
of motion (4.14-4.16). It is reasonable to assume that n(k) is spherically
symmetric, hence p= 0. Almost all number of particles concentrate in con-
densate, hence conservation law (4.16) should be disregarded. Conservation

of energy reads

E = /k2 ny, dk = const, (4.18)
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from which we obtain a = 1/6, and solution (4.17) takes a form

-

1 k
For higher Sobolev norms one can obtain
1 k
Al2 = 4= /k’glf(*> dk ~ 15(21—&-1)11—1/27 (420)
t7 2 te

assuming a = 1/6 one obtains
AL~ /301, (4.21)

Formula (4.20) is the central result of this consideration. According to our
assumption the first Sobolev’s norm Al is constant and all higher norms grow.
Lo-norm, which is a number of particles outside the condensate decreases in
time, Ly ~ t~'/3. The whole picture in nontrivial and even tricky. Decreasing
the number of particles outside the condensate provides increasing roughness
of the solution.

One should note that infinity of the domain and statistical homogeneity of
Wy (z) are very essential. If equation (4.1) would be put in a finite domain, for
instance in the box 0 < x; < 27 with zero or periodic boundary conditions,
a situation would be completely different. The equation (3.1) in this case
can be treated as a discrete system of infinite number of oscillators, and
kinetic equation (3.11) cannot be applicable. One can expect that in finite
domain the rate of relaxation to thermodynamic equilibrium and growing of
roughness will be in a discrete case much more slow than in continuous.

The branch of theoretical physics studying statistical properties of non-
linear waves is known as ”weak turbulence”. It is actively developing field
having important applications in physical oceanology, meteorology and astro-
physics. On our opinion, methods of weak turbulence could be very helpful
for solution of pure mathematical questions on nonlinear partial differential
equations.

5 Briefly on collapses

Another subject equally interesting both from mathematical and physical
point of view is formation of finite-time singularities in the nonlinear PDE.
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A classical example of the system having collapsing solution is the focusing
nonlinear Schrédinger equation in R?

iU+ AU+ |UPU =0, Ul_g=Vo(r). (5.1)

The Cauchy problem for (5.1) explodes in a finite time of
1
H:/{|Aw0|2—2|\1/0|4}df< 0, (5.2)

and this collapse leads to formation of integrable singularities |¥|?> — ¢/r%.
All Sobolev’s norms in the moment of singularity become infinite.
Existence of singularities in (5.1) is a rigorous mathematical fact. Exis-
tence of finite-time singularities in another fundamental system, the Navier-
Stokes equation,
v

E%—UVU—FV}):UAU, divv =0, (5.3)

is an open question. Moreover, as much as one million dollars will presented
to a lucky mathematician, who will manage to prove the existence or absence
of finite-time singularity in (5.2). Note that the question about singularities
is open only for Euler equation arising from (5.2) if v = 0. Today both Euler
and Navier-Stokes systems are very hot business.

Here we will show that in the limit of ”almost two-dimensional” hydrody-
namics The Euler equations have solutions collapsing in finite time. Let us
study a system of almost parallel vorticies, crossing the perpendicular plane
in point

w=2z+1y, w=uw(s),
where 5§ is two-dimensional marker of the vortex line. Let z is a coordinate
along the vortex, I'(s) is distribution of vorticity which can be treated as a
measure of s-plane. If bending of a vortex line is small, one can describe the
system of vortecies by the following Nonlinear Schrodinger equation [5],

ow 0w I(s')ds’
T T o T B — e (54)
Equation (5.4) has following self-similar solution
_ _g\1/2+ie z, 8
w= (tg — 1) F<(t0 > t)m), (5.5)
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where F(&, §) satisfies the equation

)F f ds' =0 (5.6)

1 i )
—(i= +€) F + ~€ Fe + T(s) F. / )
(12+e) + 56 Fe +T(s) Fee + o) o)
Here € is an arbitrary real number and I'(s) is an arbitrary, not necessary
positive measure. Let us take

e=0, I'(s)=Td(s+1)—Td(s—1),F(1)=A+iB, F(-1)=A—1B,

with A, B satisfying the system of equations

1 / o ” 1

5(—A+§A) = —-B +55

1 ”

SCBHEB) = A (5.7)

Asymptotically,

A— oz, B— +0z at z—
A— —az, B— Bz at x — —o0. (5.8)

This solution describes a collapse of two antiparallel vortex tubes. There is
some hope that similar collapsing solution still exists in presence of a very
small viscosity.

In conclusion the author express a deep gratitude to Tel-Aviv University
and to organizers of the conference ” Vision in Mathematics in 2000” for this
extremely interesting and intellectually brilliant event.
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